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For  mission-  and  safety-critical  real-time  embedded  systems,  energy  efficiency  and  reliability  are two
important  design  objectives  that  must  be often  achieved  simultaneously.  Recently,  the  standby-sparing
scheme  that  uses  a primary  processor  and  a spare  processor  has  been  exploited  to  provide  fault  tolerance
eywords:
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eal-time systems
VS

while  keeping  the  energy  consumption  under  control  through  DVS  and  DPM  techniques.  In this  paper,  we
consider  the  standby-sparing  technique  for fixed-priority  periodic  real-time  tasks.  We  propose  a  dual-
queue mechanism  through  which  the  executions  of backup  tasks  are  maximally  delayed,  as  well  as  online
algorithms  to  manage  energy  consumption.  Our  experimental  results  show  that  the  proposed  scheme
provides  energy  savings  over  time-redundancy  based  techniques  while  offering  reliability  improvements.

©  2014 Elsevier  Inc.  All  rights  reserved.
. Introduction

Energy management remains as one of the important challenges
or embedded system design and operation. Several energy man-
gement techniques have been widely studied in recent literature.
ynamic Voltage Scaling (DVS) reduces the energy consumption by
witching CPU frequency and voltage to low levels [26]. Another
ell-known technique is Dynamic Power Management (DPM),

hrough which the system is put to sleep/low-power states when
t is idle. A key challenge in DPM is to guarantee that the energy
aved in the low-power state is not offset by the time/energy over-
ead involved in power state transitions [3,9]. Moreover, the timing
onstraints of real-time embedded applications impose strict con-
traints on the applicability of these techniques [19,26,28]. A few
ecent studies investigated how to combine DVS and DPM to maxi-
ize energy savings in the context of a single real-time application

10,36].
Another increasingly important design objective is reliability. In

act, computer systems are vulnerable to faults which often mani-
est as runtime errors. Faults are generally classified as transient or
ermanent faults [27]. The transient faults which lead to temporary

oft errors (or single event upsets (SEUs)) are known to be more fre-
uent than the permanent faults [17,38]. Transient faults are often

nduced by electromagnetic interference and cosmic radiations
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H. Aydin), dzhu@cs.utsa.edu (D. Zhu).
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210-5379/© 2014 Elsevier Inc. All rights reserved.
[17]. Most importantly, the increase in component density of
CMOS circuits and aggressive power management schemes sig-
nificantly increase the vulnerability of systems to transient faults
[14,38]. A common way  to deal with transient faults is to rely on
additional slack time (time redundancy) to re-invoke the faulty
tasks [27,41]. Permanent faults, on the other hand, are caused by
hardware failures, including manufacturing defects and circuit
wear out. This may  lead to the unavailability of the system for
extended time periods until it is repaired or replaced. In real-time
embedded systems that need to be operational continuously, per-
manent faults can only be dealt with extra processors (hardware
redundancy) [27].

Given the importance of both design dimensions, the research
community has recently started to explore the co-management of
energy and reliability more aggressively. For example, the popu-
lar DVS technique tends to increase the rate of transient faults
[14,38] at low voltage/frequency levels. Consequently, several stud-
ies focused on mitigating the reliability degradation due to DVS by
provisioning for extra recovery tasks that are invoked at maximum
frequency if errors are detected in the scaled tasks [25,35,41]. These
time-redundancy based techniques are applicable to, and explored
mostly on, the single-processor settings.

The increasing availability of multicore/multiprocessor systems
is also making the deployment of additional processor units in
the co-management of energy and reliability more appealing.

With extra processors (hardware redundancy), the system can
sustain permanent faults of some processors. A particularly inter-
esting framework, in that regard, is the standby-sparing systems
[11,32,12].

dx.doi.org/10.1016/j.suscom.2014.05.001
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In a standby-sparing solution, a dual-processor system that con-
ists of a primary and a spare processor is deployed. Associated with
ach task executed on the primary processor, a separate backup task
s scheduled on the spare processor. The system inherently toler-
tes the permanent fault of any of the processors. Moreover, the
rimary processor uses both DVS and DPM: the aim is to mini-
ize the energy consumption of the real-time workload. The spare

rocessor uses only DPM; the objective is to keep the spare in
dle/sleep states during long intervals by invoking the backups as
ate as possible. Consequently, several solutions are suggested in
he literature to minimize the overlap between the two copies of the
ame task on both processors, in order to be able to cancel the high-
ost backup execution on the spare when the copy on the primary
ompletes successfully [11,32,12]. These solutions are limited to
periodic, non-preemptive workloads, while a significant portion
f the applications on real-time embedded systems are preemp-
ive and periodic in nature. Moreover, they rely on the existence
f the entire static feasible schedule so that it can be manipulated
o obtain the schedule of the backup tasks. The work in [16] pro-
ides a solution for periodic preemptive workloads scheduled with
he Earliest Deadline First (EDF) policy on the primary. However, the
olution is computationally expensive (it generates beforehand the
ntire schedule for the hyperperiod using the Earliest Deadline Late
EDL) algorithm [6]) and is not applicable to fixed-priority systems
hat are more frequently deployed.

In this paper, we consider a dual-processor standby-sparing
ystem that executes a fixed-priority periodic real-time work-
oad. Fixed-priority periodic real-time systems are arguably the

ost common in applications ranging from industrial embedded
ontrollers to avionics and space applications [23]. As in existing
tandby-sparing solutions, the primary processor uses both DVS
nd DPM, while the spare relies only on DPM for energy manage-
ent. To address the problem of maximally delaying the backup

asks on the spare, we propose an efficient dual-queue mechanism.
ur solution is inspired by the Dual-Priority Scheduling framework

8] which was originally proposed to improve the responsiveness
f soft real-time tasks in a system with a hard real-time workload.
e show how this solution can be coupled with a DVS-enabled

ow-energy schedule on the primary to achieve energy savings.
oreover, we provide a delayed promotion rule that dynamically

ostpones the execution of the pending backups when the ear-
ier backup tasks are canceled at runtime. The experimental results
uggest that while offering definitive advantages on the reliability
ide and an ability to withstand permanent faults, our standby-
paring fixed-priority (SSFP) algorithm provides also non-trivial
nergy gains over the traditional time-redundancy solutions for
edium-to-high load conditions. In addition, our framework has

ow computational complexity and run-time overhead, making it
ppealing for periodic and preemptive execution settings.

The rest of the paper is organized as follows. In Section 2, we
resent our workload and power models, and our assumptions.

n Section 3, we elaborate on the features of the standby-sparing
olutions in joint management of reliability and energy. We  review
he principles of Dual-Priority Scheduling in Section 4. Then the
etails of our solution are presented in Section 5. Section 6 presents
ur experimental evaluation. In Section 7, we discuss the research
orks which are closely elated to our effort in this paper. Finally,
e conclude in Section 8 with a summary of our contributions.

. Models and assumptions
.1. Workload model

In this paper, we consider a set of periodic real-time tasks
 = {�1, . . . , �N}. Each task �i has the period Pi and the worst-case
formatics and Systems 6 (2015) 81–93

execution time ci under the maximum available CPU frequency. The
jth job of task �i (namely, Ji,j) arrives at time ri,j = (j − 1) · Pi and must
complete by its deadline Di,j = j · Pi. Hence, the relative deadline Di
of job Ji,j is equal to the period Pi. The utilization of task �i is defined
as ci/Pi and the total utilization Utot is the sum of individual task
utilizations.

For reliability and fault tolerance purposes, we associate with
each task �i a backup task Bi having the same timing parameters
as �i. The jth instance (job) of Bi is denoted by Bi,j. To distinguish
with the backup tasks, we occasionally use the term main task to
refer to a task in �. The aggregate workload that consists of the
main and backup tasks are executed on a dual-processor standby-
sparing system with one primary and one spare processor [11,27].
On the primary processor, tasks are scheduled according to Rate
Monotonic Scheduling (RMS) policy, which is known to be optimal
for fixed-priority periodic workloads [24]. Throughout the paper,
we use the notation hp(�i) to refer to the set of tasks with higher
priority than a given task �i.

2.2. Power model

Each processor has the capability of operating in three different
power modes. The tasks are executed in the active state of the pro-
cessor. When the processor is not executing tasks, it can be in idle
or sleep states. We now describe the power characteristics of each
of these states.

1. Active: We  model the power consumption in the active mode
following recent works on energy and reliability management
[41,31]. The power consumption of the system consists of static
and dynamic power components. The static power Ps is domi-
nated by the leakage current of the system. The dynamic power
Pd includes a frequency-independent power component Pind
driven by the modules such as memory and I/O subsystem in
the active state, and a frequency-dependent power component
which depends on the supply voltage and frequency of the sys-
tem.

Pactive = Ps + Pind + CeV2
ddf (1)

Above, Ce denotes the effective switching capacitance. The
reduced processor supply voltage Vdd has a linear relationship
with the processing frequency f. Therefore, Eq. (1) can be re-
written as,

Pactive = Ps + Pind + Cef 3

When the voltage/frequency scaling is applied through the DVS
technique, the processor frequency can be adjusted within a
range between a minimum CPU frequency fmin and a maximum
CPU frequency fmax. All frequency values in the paper are normal-
ized with respect to fmax (i.e. fmax = 1.0). Note that the existence
of Ps and Pind implies the existence of a threshold frequency,
called critical speed or energy-efficient frequency,  below which
DVS ceases to be effective [19,38].

2. Idle: The processor can switch to idle power state when it is
not executing any task. In this state, the processor consumes
low dynamic power, P0. The overhead for transitioning to idle
state and back is not significant; for example, the processor can
return to active state within 10 ns in recent processor designs
[21]. Hence, the power consumption in idle state is given by:
Pidle = Ps + P0

3. Sleep: Sleep state is the lowest power state for the processor.
In this state, power components other than the static power
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Ps become negligible. Ideally, we would like to put the pro-
cessor to sleep state whenever the system is idle. However,
putting a processor to sleep state involves significant time and
energy overhead [42]. Due to this transition overhead, the con-
cept of break-even time (�crit) is introduced in literature [3,5].
If the processor is put to sleep state for at least as long as
�crit time, the energy savings in the sleep state can amor-
tize the transition overhead. This is the key idea behind the
Dynamic Power Management (DPM) scheme [3,5,9]. In DPM
scheme, when the idle interval is expected to exceed �crit,
the processor is transitioned to sleep state for energy savings.
Therefore, it is beneficial to have longer idle intervals to take
advantage of the DPM technique. If the idle interval is expected
to be relatively short, the processor switches to idle state
instead.

.3. Fault model

The system that we  consider may  be subject to both perma-
ent and transient faults. Our system, by taking advantage of the
ardware redundancy provided by the primary and spare proces-
or, can tolerate at most one permanent fault. We  consider only the
ermanent fault of processing units. The permanent faults of other
omponents in the system (e.g., main memory) are not considered
n this work.

We consider a transient fault model similar to [38,41]. The faults
ccur according to Poisson distribution with a known average rate �
35]. The average fault rate � is dependent on the CPU frequency. In
act, � increases exponentially with the decrease in CPU frequency
14,38]. Suppose that the average fault rate at the maximum CPU
requency is denoted by �0. Then the average fault rate at frequency

 can be expressed as [38]:

(f ) = �0 · 10d(1−f )/1−fmin

he exponent d (typically a constant > 0) represents the sensitiv-
ty of the system to voltage scaling. With higher values of d, the
eliability of the system degrades rapidly with system voltage.

The reliability of a job is defined as the probability of executing
he task successfully in the presence of potential transient faults.
he reliability of a single job Ji running at frequency fi can be
xpressed as [38]:

i(fi) = e−�(fi)ci/fi

The probability of failure for the job Ji is given by:

oF(fi) = 1 − Ri(fi)

At the completion of a job in any processor, the system initiates
n acceptance test [27,41] on the output of the job. The result of
his acceptance test is used to determine the occurrence of errors
nduced by transient faults.

. Standby-sparing systems

Standby-sparing system solutions have been recently explored
o enhance the reliability of real-time embedded systems,
y exploiting increasingly available dual-processor settings
11,16,12]. Here, the dual-processor system is configured as a pri-
ary and a spare processor. The primary processor has both DVS

nd DPM capability, and executes the main tasks of the work-
oad. The backup tasks, each associated with a main task, are
cheduled on the spare processor. The spare processor does not

mploy voltage/frequency scaling; hence it can delay the execu-
ion of the backup tasks as much as possible, and execute them
t the maximum processing speed before their deadlines when
eeded.
formatics and Systems 6 (2015) 81–93 83

At the completion of each job, the acceptance test is per-
formed to determine the existence of an error induced by a
transient fault. If no error is detected, the copy running (or,
scheduled to run) on the other processor is cancelled; other-
wise that copy is executed according to the schedule on its own
processor.

Standby-sparing systems have the following features:

• The primary processor can use both DVS and DPM as needed
and in tandem to reduce the energy consumption by employ-
ing sophisticated system-level energy management solutions.
On the other hand, by delaying the backup tasks as much as
possible and cancelling them when the main copy completes
successfully, the extra energy overhead due to the second
(spare) processor is significantly reduced, thanks to the use of
DPM.
• By scheduling the main and backup copies of all the jobs on sep-

arate processors, the system can tolerate the permanent fault of a
single processor: the functional processor can finish the workload
even if the faulty processor remains unavailable.
• In terms of robustness with respect to transient faults, by schedul-

ing a backup copy of each job at the maximum frequency (if
needed), the reliability loss due to the application of DVS on the
primary processor is fully mitigated [41].

Despite these promises, the main technical challenge in
standby-sparing systems is how to delay the backup tasks on the
spare processor while still guaranteeing their deadlines with low com-
putational overhead. Notice that if both the main and backup copies
of a given job are scheduled concurrently on two  processors, the
power consumption significantly increases due to high-power pro-
file of the spare processor. Consequently, a key issue is to minimize
the concurrent executions of the main and backup tasks as much as
possible. For periodic workloads scheduled by preemptive schedul-
ing policies (such as RMS), reaching these objectives with low
overhead is particularly challenging. Our solution to this problem
is based on dual-priority scheduling framework, which is described
next.

4. Dual-priority scheduling

Dual-priority scheduling [8] was originally proposed to improve
the response time of soft (or, non-real-time) tasks (SRTs) in a system
that also executes periodic hard real-time (HRT) tasks accord-
ing to the RMS  policy. Specifically, the scheme uses three ready
queues, denoted as lower, middle, and upper queues. The names
of the queues reflect their execution priorities: the scheduler first
executes jobs in the upper queue. Jobs in the middle and lower
queue are executed, and in that order, only if the upper queue is
empty.

SRTs always execute in the middle queue. An HRT instance, on
the other hand, is first put to the lower queue upon its release.
However, after a certain time interval, the HRT instance is pro-
moted to the upper queue and is eligible for urgent service. The
jobs in the upper queue are executed according to rate-monotonic
priorities.

The main objective of the scheme is to offer relatively fast
service to SRT instances as long as the timeliness of the HRT
instances is not compromised. The key problem in dual-priority
scheduling is to determine the promotion time for HRTs, to make

sure that they will eventually make their deadlines in the upper
queue, using RMS. The promotion time is computed based on the
worst-case response time of the task under fixed-priority (RMS)
scheduling.
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ule. For example, assume that J1,1 and J2,1 complete successfully on
the primary; then B1,1 and B2,1 will be completely cancelled. J3,1
will be preempted by J1,2, which is assumed to be subject to a tran-
sient fault (Fig. 4). This implies that the backup job B1,2 will need to

J3,1J3,1J3,1J2,1 J2,2J1,2J1,1 J1,3 J3,1
0 5 1510 20 25 30

Fig. 1. A typical fixed-priority schedule.

Specifically, if Si is the worst-case response time of the task with
elative deadline Di under RMS  (which can be obtained by the exact
ime-demand analysis technique [1,22]), then the promotion time
or �i, after its release time is computed as:

i = Di − Si (2)

The above result follows from the fact that if all other high prior-
ty HRTs were to be promoted simultaneously to the upper queue
t time Yi (which would maximize the response time of �i under
MS [24]), then �i would be still able to meet its deadline.

xample 1. To illustrate the concepts, we first present a running
xample. Consider three periodic tasks �1, �2 and �3. The worst-case
xecution time and periods of the tasks are given as c1 = 2, P1 = 10,
2 = 2, P2 = 15, c3 = 3 and P3 = 30. Fig. 1 shows the schedule for this
ask set during the hyperperiod (the least common multiple of all
he task periods), when executed according to the rate-monotonic
riorities. In the figure, the arrows indicate the arrival times of jobs
f periodic tasks.

Now consider a dual queue mechanism to delay the execution
f the tasks. Specifically, at arrival, jobs are put to the lower queue
nd after the corresponding promotion time they are promoted
o the upper queue. The promotion times are computed statically
or each task before execution. There is no middle queue and jobs
re executed only when they are in the upper queue based on RM
riorities. This will essentially delay the execution of each backup

ob while still meeting its deadline.
In order to compute the task promotion times, one needs to

ompute the worst-case response time Si of each task �i under
ate-monotonic priorities. The well-known Time Demand Analy-
is (TDA) technique [1,20,22] can be used for this purpose. With
DA, to compute the worst-case response time of a task �i, the crit-

cal instant for that task is considered. It is shown in [24] that the
ritical instant for �i occurs when one of its jobs is released at the
ame time as all other higher priority tasks hp(�i). We  can compute
he worst-case response time of a task �i, iteratively as follows [20]:

(m+1)
i

= ci + ��j∈hp(�i)�(Sm
i /Pj)� × cj (3)

e start by setting S0
i
= ci and the iteration continues until S(m+1)

i
=

m
i

. However, if Sm
i

exceeds the deadline relative deadline Di, then
he task cannot be feasibly scheduled in the worst-case scenario.
therwise, the task is feasible and its response time Si is the last
alue Sm+1

i
= Sm

i
obtained during the iterations.

By substituting the response time Si from Eq. (3) in (2), the pro-

otion times (Yi = Di− Si) for the example task set can be computed

s: Y1 = 8, Y2 = 11, and Y3 = 23. Fig. 2 shows the delayed execution
cenario according to these above mentioned principles. Despite
he explicitly enforced delays, all jobs still meet their deadlines.

0 5 15

J1,3J1,2J1,1 J2,2J3,1J2,1

10 20 25 30

Fig. 2. Fixed-priority schedule with delayed execution.
formatics and Systems 6 (2015) 81–93

We  underline that the formula (3) will be also instrumental for
our online delayed promotion rule that further improves the perfor-
mance.

Notice that in the critical instant of task �i there are potentially
�Di/Pj� instances of a higher priority task �j that may  delay its exe-
cution before its deadline Di. However, since those instances are
separated by Pj, the response time analysis may  reveal that �i is
delayed by only a smaller number of such task instances before
it completes with the response time Si in the critical instant. We
denote the maximum number of instances of �j that actually delay
an instance of �i in a critical instant by �j,i. Clearly:

�j,i = � Si

Pj
� (4)

5. Standby-sparing for fixed-priority scheduling

Our proposed schemes in this work are based on the observa-
tion that the dual-priority mechanism provides a powerful basis to
manage the execution of the backup copies on the spare processor
with low offline and online computational overhead. To illustrate
the main components of our solution, we will refer back to Example
1.

Now, consider a dual-processor standby-sparing scheme where
the DVS-enabled primary executes the main tasks according to
RMS. The total utilization of the task set is 0.433. Using the afore-
mentioned Time Demand Analysis [1], we can find that the task
set remains feasible when the primary processor is slowed down
to frequency f = 0.5. The spare executes the backups {Bi,j} through
the described dual-queue mechanism at the maximum frequency.
Fig. 3 shows the corresponding schedules for the primary and spare
processors. It is notable that, thanks to the dual-queue mechanism,
the backups on the spare are delayed until their promotion time and
the overlaps with the main tasks on the primary are minimized.

We define the promotion time of a backup job Bi,j as:

Yi,j = Yi + ri,j (5)

During the interval [ri,j, Yi,j), Bi,j remains in the lower queue. So Bi,j
becomes eligible for execution after t = Yi,j.

In fact, this feature enables us to cancel backup jobs when the
main copy of the job completes successfully (in other words, with-
out incurring transient faults) on the primary. Thus, we can avoid
the execution of the backups by coupling it with the primary sched-
0 5 15

0 5 15

B1,1 B1,2 B1,3B2,2B3,1B2,1

10 20 25 30

10 20 25 30

Primary

Spare

Fig. 3. Coupled schedules on the primary and spare processors.
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Yi,j Di,j

B i,j

D
k,lYk,l

Bk,l

t

(Dk,l− Yk,l) is the maximum response time Sk for �k. The promotion
times for two consecutive instances of �i are separated at least by
Pi. Therefore, we  can have at most �i,k =� Sk/Pi � instances of �i that
satisfy the Condition 2 for one instance of �k. By assumption, for

Yi,j Di,j

D
k,l

B

Bi,j

Bk,l

Yk,l

t

Fig. 4. Taking advantage of successful job completions.

e executed according to the pre-computed schedule on the spare.
ote that, B3,1 starts executing at its promotion time 23 as its main
opy (which was preempted) did not complete yet. Assuming that
ll the remaining main tasks complete successfully, we  obtain the
chedules in Fig. 4.

Further online optimizations are also possible. In fact, main tasks
n the primary processor typically complete successfully as faults
re relatively rare. In addition, the worst-case execution time is
ften a pessimistic estimate of the actual execution time. This also
ncreases the chance of early completion or entire cancellation of
he backups on the spare processor. Whenever a backup is can-
elled or completes early, the runtime slack can be used to further
elay the execution of other pending backup jobs. The following sec-
ion discusses our online delaying strategy for backup jobs on the
pare.

.1. Dynamic delaying of backup jobs

We  first define the set of jobs that can benefit from the early
ompletion of a higher priority backup job. Suppose, Bi,j is a backup
ob of task �i which completes or is canceled early at time t after
xecuting for ai,j < ci units of time, where ci is the worst-case execu-
ion time of �i. This may  occur under two different scenarios. First,
he backup task may  be canceled due to successful completion on
he primary. Second, the backup task may  complete early when its
ctual execution time is smaller than the worst-case (ci). Now, we
laim that another lower priority backup job Bk,l can delay its exe-
ution by ci− ai,j without jeopardizing any deadline, if any of the
ollowing conditions hold.

. Condition 1 – (t ≥ Yi,j ∧ t ≥ Yk,l): This condition requires that at
the time of early completion or cancellation of Bi,j, both Bi,j and
Bk,l have already been promoted to the upper queue (Fig. 5). As
a result, now the remaining part of Bk,l will be dispatched ci− ai,j
time units early. So, Bk,l can delay its execution by ci− ai,j time
units.

. Condition 2 – (t < Yi,j ∧ Yk,l ≤ Yi,j): In this scenario, shown in Fig. 6,
the higher priority task instance �i,j was supposed to be pro-
moted after the lower priority task; however it is canceled at
time t before its promotion time Yi,j. Therefore, in this scenario,
ai,j = 0. Observe that, as Bi,j is canceled, Bk,l will be subject to less

interference during its execution. As a result, Bk,l would complete
early and we can safely delay its execution without violating its
deadline.
Fig. 5. Condition 1 for dynamic delaying.

We  now formally define the set of jobs that are eligible for delaying
due to the early completion of Bi,j at time t as follows.

�i,j(t) = {Bk,l|�i ∈ hp(�k) ∧ Bk,l andBi,j

satisfy Condition 1 or Condition 2}

Moroever, the fact that the promotion times are computed by
the Time-Demand Analysis implies that a given backup task Bk,l can
be delayed by at most �i,j instances of �i, where �i,j is given by Eq. (4).
Hence, Bk,l can be delayed by considering at most �i,j instances of
�i at run-time. The following theorem formally states our dynamic
delaying scheme for backup jobs on the spare.

Theorem 1. If a backup job Bi,j completes or is canceled after execut-
ing for ai,j units of time, then any job Bk,l ∈ �i,j can delay its execution
by ci− ai,j units of time. Bk,l will delay its execution for at most �i,k
instances of �i.

Proof Assume that Bi,j completes or is canceled at time t. Con-
sider any arbitrary job Bk,l ∈ �i,j. We will consider each condition
separately.

Condition 1: Notice that, in this scenario both Bi,j and Bk,l have
already been promoted to the upper queue. As a result, according
to fixed priority scheduling policy Bk,l will not be executed before
the completion of Bi,j. Therefore, Bk,l can safely reclaim the slack
generated by the early completion/cancellation of Bi,j and delay its
execution by ci− ai,j.

Condition 2: In this scenario, Bi,j is canceled before its promotion
time Yi,j. The promotion time of Bk,l is Yk,l and its absolute deadline
is Dk,l. Now according to the rule for determining promotion time,
k,l

Fig. 6. Condition 2 for dynamic delaying.
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Fig. 7. Delaying promotions at run-time.

ach task �m ∈ hp(�k), at most �m,k instances interfere with (delay)
 backup job of �k. So we can write:

k,l + ck + �Bm∈hp(Bk)�m,k × cm ≤ Dk,l

his can be rewritten as,

k,l + ck + �Bm∈{hp(Bk)−Bi}�m,k × cm + (�i,k − 1) × ci + ci ≤ Dk,l (6)

here the last component (ci) represents the worst-case inter-
erence due to a single high-priority instance Bi,j. Recall that, by
ssumption, Bi,j is entirely canceled before starting to execute.
onsequently the response time of Bk,l decreases by an amount of
i. Hence, delaying Bk,l by ci will yield a new response time,

k,l + ck + ci + �Bm∈{hp(Bk)−Bi}�m,k × cm + (�i,k − 1) × ci (7)

hich does not exceed Dk, l according to Eq. (6).
Therefore, for both conditions, Bk,l can delay its execution by

i− ai,j time units without missing any deadline. We  have proved
hat the feasibility of Bk,l considering only Bk,l is delayed, while
ll higher priority jobs (priority higher than Bk,l) executes with-
ut delaying. Note that, if some of these jobs are also delayed due
o the early completion of Bi,j, this will only improve the response
ime of Bk,l. As a result, Bk,l will still remain feasible.

This completes the proof of Theorem 1. �
Fig. 7 shows an example of delayed promotion enabled by the

esult in Theorem 1. The nominal promotion time of B3,1 as com-
uted statically is 23. As backup job B2,2 completes at time 19, B3,1
an be delayed until time 25. Notice that at time 24, B1,3 is also can-
eled, which allows B3,1 to be delayed for additional 2 units of time.
s a result, its actual promotion time to higher queue is delayed

urther to 27. Therefore, we were able to avoid the execution of
3,1 entirely as the primary copy completes successfully at time 26.

We now discuss the runtime complexity of dynamic delaying. At
very backup completion time, we need to check all lower priority
ob instance for eligibility. As a result, it imposes O(N) overhead at
ach job completion.

.2. Algorithm SSFP

We  are now ready to present the full details of our algorithm
SFP. The primary processor schedules tasks without any delay
nd uses both DVS and DPM. Its supply voltage/frequency can be
elected according to various algorithms proposed in literature

26,28,29]. The spare processor, on the other hand, uses the dual-
ueue mechanism and applies only DPM for energy management.
he nominal promotion time of each back-up job Bi,j is computed
y adding its release time to Yi, the pre-computed promotion time
or task Bi.
formatics and Systems 6 (2015) 81–93

Algorithm 1. Standby-Sparing for Fixed-Priority (SSFP) (Events
on the primary processor)
Event - A job of � i , Ji,j is released at t0:

Add Ji,j to the ready queue on primary
Add Bi,j to the lower queue on spare
Yi,j← t0 + Yi

Zi,j← Yi,j

Set timer for promotion event at t = Zi,j

for every �m ∈ hp(� i) do
n[i, m]  ← 0

end for
Dispatch the highest RM priority job on primary

Event - The job Ji,j completes on primary at t0:
Run the acceptance test for Ji,j
if no error is detected and Bi,j is not completed yet then

Cancel Bi,j on spare
end if
if ready queue of primary is empty then

/*  Jk,l is the next job to be released */
time to next arrival← rk,l − t0

�p← time to next arrival
if �p ≥ �crit then

Put primary to sleep state for �p units of time
end if

else /* jobs are available for execution */
Dispatch the highest RM priority job on primary

end if

Algorithm 2. Standby-Sparing for Fixed-Priority (SSFP) (Events
on the spare processor)
Event - A backup job Bi,j is promoted at t0:

Move Bi,j to the upper queue on spare
Dispatch the highest RM priority job on spare

Event - A backup job Bi,j completes/canceled at t0:
if Bi,j is not canceled then

Run the acceptance test for Bi,j

end if
if Ji,j is not completed yet then

Cancel Ji,j on primary
end if
	 ← ci − ai

for every Bk,l in �i,j do
n[k, i] ← n[k, i] + 1
if n[k, i] ≤ �k,i ∧ Bk,l is in upper queue then

Move Bk,l to the lower queue
Zk,l← t0 + 	
Set Promotion event at time t = Zk,l

else if n[k, i] ≤ �k,i ∧ Bk,l is in lower queue then
Zk,l← Zk,l + 	
Set Promotion event at time t = Zk,l

end if
end for
if the upper queue is empty then

/* Bk,l is the next job to be promoted */
time to next promotion ← Zk,l

�s← min  {	 , time to next promotion}
if  �s ≥ �crit then

Set wake-up event at t = t0 + �s

Put spare to sleep state
end if

else
Dispatch the highest RM priority job on spare

end if
Event - the spare processor wakes up at t0:

if the upper queue is not empty then
/* There are backups not yet canceled */
Dispatch the highest RM priority job on spare

else
/* Bk,l is the next job to be promoted */
time to next promotion ← Zk,l

�s← time to next promotion
if �s ≥ �crit then
Set wake-up event at t = t0 + �s

Put spare to sleep state
end if

end if
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The algorithm is invoked at every job release, completion,
nd cancellation time. The detailed pseudo-code is presented in
lgorithms 1 and 2. Algorithm 1 shows the events on the primary
rocessor and the corresponding actions. At job arrival, the main

ob is added to the ready queue. A corresponding backup job is also
dded to the lower queue on the spare. We  have a nominal pro-
otion time Yi,j with the pre-computed promotion time and an

pdated promotion time Zi,j. Initially Zi,j is set to nominal promo-
ion time. A timer is set accordingly to promote the backup job to
he upper queue in the future. In our solution, we  use a vector n[]
o keep track of the number of higher priority task instances whose
xecution times have been reclaimed by the corresponding backup
ob, in accordance with Theorem 1. Specifically, n[i, m]  represents
he number of instances of task �m for which Bi,j has already been
elayed. The vector is initally set to 0. When an instance of �m is can-
elled or completes without presenting its worst-case workload,
hen Bi,j is delayed whenever possible. The primary processor then
ispatches jobs according to RMS  policy. When a job completes on
he primary, we invoke the corresponding acceptance test [27] to
heck the sanity of the computed result. If the acceptance test does
ot detect any error, we cancel the corresponding backup task on
he spare processor. Then, the primary processor continues to exe-
ute the next job in the ready queue. However, if there is no ready
ask available for execution, the processor will remain idle. The pri-

ary processor will start executing jobs again when the next job
rrives. Considering task period values, we can compute the earli-
st arrival times among all future jobs in linear time. The time to
he earliest arrival time is denoted by the time to next arrival in the
seudo code. If the idle time exceeds the break-even time �crit, the
rimary processor is put to sleep until next arrival.

Algorithm 2 gives the actions taken in response to the events on
he spare processor. A job is only eligible for execution, when it is in
he upper queue. At promotion time, the job is moved to the upper
ueue. The spare processor then dispatches the job at the highest
MS  priority level, without any voltage scaling. When a backup job
i,j is completed/canceled, if the corresponding main task Ji,j has not
een completed yet, the execution of Ji,j is also canceled on the pri-
ary processor. We  then compute the runtime slack 	 generated

y Bi,j. Then, for every eligible pending job Bk,l we  increase n[k, i] by
. Notice that according to Theorem 1, Bk,l can delay its execution
or at most �k,i cancelled or prematurely-finished instances of �i.
o if we have not delayed Bk,l for more than �k,i instances, i.e., if
[k, i] ≤ �k,i, we update the promotion time according to Theorem
. Next, if Bk,l has already been moved to the upper queue, we can
ove it back to the lower queue, where it stays for 	 units of time.

f Bk,l is still in the lower queue, we can delay its promotion for
dditional 	 units of time. A new promotion event is set accord-
ngly. If there is no backup tasks in the upper queue the spare can
emain idle until the next job is promoted. The earliest time when
he next job will be promoted among all instances of the jobs can be
lso computed in linear time. The time to earliest promotion event
s denoted by the variable time to next promotion in the pseudo-
ode. If the idle interval is greater than �crit, the spare is put to
leep and the corresponding wake-up event is scheduled. As the
ake-up timer expires, the wake-up event handler in the spare

s initiated. At wake-up, the spare inspects the upper queue. If the
pper queue is empty, an attempt is made to switch to sleep state by
onsidering the next upgrade time. Otherwise, the highest-priority
ob is dispatched.

.3. Dynamic reclaiming for SSFP
We  now discuss our dynamic slack reclaiming strategy. We
ake advantage of the Generalized Dynamic Reclaiming Algorithm
GDRA) presented in [2]. GDRA was proposed for Earliest Dead-
ine First (EDF) scheduling policy, but it can be applied for fixed
formatics and Systems 6 (2015) 81–93 87

priority scheduling as well, by considering the RMS  priorities when
ordering and reclaiming run-time slack. The algorithm starts by
considering the availability of a canonical schedule Scan, which is
the schedule generated by the static speed assignment considering
every job presents its worst-case workload. Then at dispatch time
the scheduler can compare against Scan and use the earliness of the
actual schedule for further slow down.

GDRA uses a data structure called the ˛-queue. It is actually a
priority queue of the active jobs in the system according to the
canonical schedule. The high-level idea can be summarized as fol-
lows.

1. ˛-queue is initialized as an empty list.
2. At arrival time of Ji,j, a job is added to the ˛-queue accord-

ing to fixed priority assignment with remaining execution time,
Wi,j = Ci/fi, where fi is the statically computed speed for Ji,j.

3. At every time unit, the remaining execution time of the job at
the head of the ˛-queue is reduced by one. When the remaining
execution time reaches 0, the job is removed from the queue.
Notice that, it is sufficient to update the queue only at arrival
and completion time of jobs, as the queue is only checked at
those times.

4.  At dispatch time of Ji,j, the ˛-queue is checked to determine the
earliness defined as,

Ei,j(t) = Wi,j + �k∈hp(�i)Wk,l

Ei,j is the maximum time available for Ji,j to complete. Ji,j can
reclaim the entire slack or part of it based on the scheduling
strategy. As a result, Ji,j can be executed at a reduced processing
frequency as low as Wi,j/Ei,j.

At each invocation, the runtime overhead for the GDRA is O(N),
where N is the number of tasks in the system.

6. Evaluations

To evaluate the performance of our scheme experimentally,
we constructed a discrete-event simulator in C. We  compare our
scheme against the state-of-the-art time redundancy based energy
and reliability management technique RAPM [39,41]. RAPM selects
a subset of the main tasks for slowdown through DVS and sched-
ules a separate recovery task for each of those tasks to mitigate the
reliability loss due to voltage scaling. One advantage of RAPM is that
both the main and recovery tasks can be executed on the same pro-
cessor. Hence, unlike standby-sparing systems, it requires only one
processor and avoids the potential energy overhead of the spare
processor. However, this is also a shortcoming in terms of inability
to tolerate possible permanent fault of the processor. In addition,
due to the limited computational power, the workload may need
to be executed at high processing frequency to meet the deadlines,
increasing the dynamic energy consumption.

We implemented several variations of our SSFP scheme to inves-
tigate the impact of slack reclaiming on the primary and dynamic
delaying of the backup tasks on the spare.

1. Static voltage scaling (Static): With this scheme, the speed
assignment on the primary processor is performed according to
Sys-Clock algorithm [29]. Dynamic slack reclaiming is disabled on
the primary. The backup tasks are canceled on the spare as soon
as their primary copy completes successfully. However, when a

high-priority backup task is completed, the low-priority backup
tasks are not delayed.

2. Static with delaying (Static-D):  Static-D scheme enables the
dynamic delaying of backup tasks (when the conditions given in
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Theorem 1 are satisfied) as higher priority backup tasks complete
or are cancelled.

. Dynamic reclaiming with delaying (Dynamic-D):  Dynamic-
D combines the dynamic reclaiming on the primary processor
and delaying of backup tasks on the spare. The dynamic slack
reclaiming on the primary processor is conducted according to
Generalized Dynamic Reclaiming Algorithm (GDRA) [2], as dis-
cussed in Section 5.3.

. Limited dynamic reclaiming with delaying (Dynamic*-D):
While using reclaiming to its fullest extent on the primary may
help to reduce its energy consumption, it has the potential of
increasing the overlap with the backups due to extended execu-
tion times on the primary. With Dynamic*-D, the frequency of
the tasks on the primary is not reduced below a certain thresh-
old to avoid excessive overlaps on the secondary. Specifically,
we assume that the algorithm has prior knowledge about the
expected workload [2]. The expected workload is determined
by considering the average case workload for every task in the
system. Using this information, the scheme computes a lower
bound on the speed on the primary processor according to Sys-
Clock considering average workload for every task instances. At
run-time the primary processor is never slowed down beyond
this lower bound.

. Bound: This is a yardstick scheme that we include to obtain a
lower bound on the energy consumption for any SSFP scheme.
The lower bound is obtained by considering the minimum
possible energy consumption in each processor. For primary pro-
cessor, Sys-Clock with full reclaiming achieves the lowest energy
consumption. On the spare processor the lowest possible energy
consumption occurs when it is always kept in sleep mode assum-
ing that all tasks will complete successfully on the primary (i.e.,
backup tasks are never executed).

We do not include any comparison with [11,32,12], as they
re limited to aperiodic, non-preemptive workloads. Similarly, the
cheme in [16] is not included as it targets dynamic-priority EDF-
ased periodic systems and requires constructing the full schedule
or the hyperperiod in advance.

In our simulations, we  generated 1000 periodic task sets. The
orst-case utilizations of the tasks are generated randomly using

he UUnifast scheme [4]. The periods are generated randomly
etween 10 and 100 ms.  Given the worst-case utilization of a task,

ts worst-case execution time (WC) is computed as the product of
ts period and worst-case utilization.

The energy results are normalized with respect to the scheme
hich executes the main tasks at the maximum frequency without

ny power or reliability management. We  call this scheme NPM (No
ower Management).  We  evaluated the performance of the SSFP
ariants and RAPM across different system parameters including
he total utilization (Utot), the ratio of best-case to worst-case exe-
ution time (BC/WC), the number of tasks and power parameters.
he BC/WC  ratio is used to model and assess the impact of the vari-
bility in the actual workload. Specifically, following [15,30], the
ctual execution time of a task instance is then obtained randomly
ccording to the normal distribution with mean (WC + BC)/2 and
ariance (WC − BC)/6 to ensure that 99.7% of the actual execution
imes lies within the [BC, WC] range of the task. The default value
or the BC/WC  ratio is 0.5 and the number of tasks in each task set
s 15 unless otherwise specified.

The energy parameters are computed based on the Freescale
PC8536 processor [42]. The default value for static power and
requency-independent power consumption are set to 5% and
5% of the maximum frequency-dependent power consumption,
espectively. The energy-efficient state transition time �crit is set
o 1500 �s [42].
Fig. 8. Energy consumption on the primary.

6.1. Impact of system workload

We  first study the impact of system workload. We  vary the uti-
lization between 15% to 85% of the CPU capacity. Notice that even
though in general the feasibility for task systems with utilization
>0.69 cannot be guaranteed with RMS  [24], the work in [22] shows
that in many cases task sets with utilization up to 0.88 can be fea-
sibly scheduled. Consequently we  include in our analysis the task
sets that are schedulable for the specified utilization values. For our
analysis, we record the energy consumption and the fraction of the
backup tasks that are completely/partially executed on the spare
processor.

We first analyze the energy consumption on the primary proces-
sor. Fig. 8 shows the energy consumption of the primary processor
as we vary the system load. As a general trend, the energy consump-
tion increases with the increased system load. Notice that, at very
low utilization all SSFP schemes perform same, as the speed assig-
ment is equal to the energy-efficient frequency. Static and Static-D
do not take advantage of the dynamic slack on the primary. As a
result, these schemes consume significantly higher energy com-
pared to Dynamic-D and Dynamic*-D. Note that, especially in high
utilization values, occasionally a backup copy may  complete earlier
than the scaled copy on the primary. In that case, our algorithms
cancel the remaining part of the primary task as well to avoid
unncessary execution. When delaying is applied, the executions
of the backup tasks are delayed. As a result, delaying increases the
primary energy consumption with Static-D slightly, compared to
Static. Dynamic-D has the lowest primary energy consumption as
it uses aggressive slowdown by taking advantage of the dynamic
0.0
 0.2  0.3  0.4  0.5  0.6  0.7  0.8

Total Utilization

Fig. 9. Energy consumption on the spare.
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equal to the worst-case execution time, which prevents Dynamic*-
Fig. 10. Ratio of canceled backup tasks.

We  now consider the energy on the spare processor. Fig. 9
hows the energy consumption on the spare processor, while Fig. 10
hows the backup execution ratio for the spare processor. The
ackup execution ratio is determined by computing the ratio of
artially/completely executed backup jobs to the total number of
ackup jobs on the spare processor. Notice that up to utilization
.45, all backup tasks are canceled as there is no overlap between
he primary and the backup copy. As a result the energy consump-
ion on the spare processor remains constant for all schemes and
s due to the static energy only. With increased utilization, there
s some overlap between the primary and backup copies. As a
esult, some backups are executed and the spare energy consump-
ion increases for all schemes. Dynamic-D slows down the primary
opies by aggressively reclaiming the dynamic slack. Therefore,
he primary copies take longer to complete and there is non-
rivial overlap between the primary and backup copies. As a result,
ynamic-D has the highest spare energy consumption. Dynamic*-

 cautiously reclaims the dynamic slack and does not slow down
eyond a limit. Therefore it consumes less energy compared to
ynamic-D. Static does not reclaim dynamic slack on the primary
nd reduces the overlaps with the backups. Hence, it achieves a
ower spare energy consumption. Static-D consumes the lowest
pare energy as it does not slow down the primary at run time and
t the same time delays the execution of the backup tasks whenever
ossible.

Fig. 11 presents the total (primary +spare) energy consump-
ion as a function of the utilization. At very low utilization (up
o 0.35), RAPM outperforms the SSFP schemes since it avoids the
tatic energy consumption of the spare processor. All SSFP schemes

erform similarly as the speed assignment is primarily deter-
ined by the energy-efficient speed. In this interval, RAPM yields

p to 3% energy savings compared to the SSFP schemes. As the
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Fig. 11. Total energy consumption.
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utilization increases, RAPM is quickly forced to use very high
frequency. So, SSFP schemes begin to outperform RAPM, despite
the use of two  processors. Static and Static-D perform worst among
the SSFP schemes due to significantly higher primary energy con-
sumption. But at higher utilization Static still achieves up to 10%
energy savings compared to RAPM. Dynamic-D consumes the low-
est primary energy, but due to high spare energy consumption can
not achieve the lowest overall energy consumption. Dynamic*-D
performs the best, as it can balance the primary energy and spare
energy consumption by judicious reclaiming of the dynamic slack.
Dynamic*-D consumes up to 15% less energy compared to RAPM
and up to utilization 0.75 the energy consumption of Dynamic*-D
does not exceed the energy consumption of the yardstick scheme
Bound by 5%. Notice that at very high utilization (0.85) Static and
Static-D perform worse than RAPM. This is because at very high
utilization Static and Static-D are also forced to use the maximum
frequency and they also consume static power on the spare.

Finally, we note that our current framework is based on deter-
mining the speed on the primary independently and delaying the
backups as much as possible to avoid the overlaps with the main
tasks. The results in Fig. 11 suggest that for a big portion of the spec-
trum, this approach pays off very well; i.e., when the utilization is
less than 75%, the difference between the energy consumption fig-
ure of the SSFP schemes and that of the theoretical lower bound is
minimal. The somewhat widening gap when the utilization is very
high suggests that further investigation of schemes that re-adjust
the speed by dynamically considering possible overlaps with the
backups might bring additional benefits in that region. This is left
as future work.

6.2. Impact of workload variability

We now consider the impact of workload variability. We  set
the system utilization to 0.6 and vary the BC/WC  ratio from 0.1
to 1.0. BC/WC  = 1.0 indicates the scenario where all task instance
presents the worst case scenario. We  record the energy con-
sumption along with the actual number of backup tasks that are
completely/partially executed on the spare.

Again, we  first analyze the energy consumption on the primary
(Fig. 12). Static and Static-D consume highest primary energy as
they do not take advantage of the early completions on the primary.
Dynamic-D consumes the lowest primary energy as it aggressively
slows down the primary. Dynamic*-D performs moderately as it
only reclaims up to a certain limit. When BC/WC  = 1.0, Dynamic*-D
performs similar to Static-D as the actual execution time becomes
D from further slowing down. Notice that, Dynamic-D consumes
lower primary energy even when BC/WC  = 1.0. This is because, due
to the different scheduling orders on the primary and backup, some
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Fig. 12. Energy consumption on the primary.
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Fig. 13. Energy consumption on the spare.

rimary copies are canceled early as their backup copy completes
nd Dynamic-D can better exploit those case by reclaiming the
ynamic slack generated in that way.

The spare energy consumption is shown in Fig. 13 along with
he fraction of completely/partially executed backup tasks in
ig. 14. Notice that as we increase the BC/WC ratio, the frac-
ion of executed backup tasks increases along with the energy
onsumption on the spare. Dynamic-D yields the highest energy
onsumption on the spare due to the significant overlap between
rimary and backup copies. Static consumes significantly lower
pare energy as it has smaller overlap between primary and backup
opy. Static-D consumes even lower spare energy as it delays the
ackup tasks. At lower BC/WC ratio, Dynamic*-D performs com-
arable to Dynamic-D as there is enough slack to reclaim and
chieve primary speed closer to Dynamic-D. At higher BC/WC ratio,
ynamic*-D cannot reclaim significant slack for slow down on the
rimary. As a result, its energy consumption approaches that of
tatic-D.

Finally, Fig. 15 shows the total (primary +spare) energy con-
umption for varying BC/WC ratio. RAPM consumes the highest
nergy as it is forced to use a higher frequency and cannot take
dvantage of the dynamic slack. RAPM consumes up to 10% extra
nergy compared to the closest SSFP scheme. At low BC/WC ratio,
asks complete much earlier than the worst-case scenario and the
ystem has ample dynamic slack. But Static and Static-D do not take
dvantage of the dynamic slack and they consume up to 3% higher
nergy compared to the dynamic schemes which consume higher
nergy on the primary. As the BC/WC ratio increases, dynamic
lack due to early completion of primary becomes rare. Most of

he dynamic slack at higher BC/WC ratio comes from the can-
ellation of primary copies that follow earlier completion of the
orresponding backup copies on the spare. Dynamic-D uses the
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Fig. 15. Total energy consumption.

dynamic slack to slow down the primary tasks, but this gives a
larger overlap between the primary and backup tasks. As a result,
the spare energy consumption for Dynamic-D increases and despite
lower primary energy consumption, Dynamic-D consumes higher
energy than Static and Static-D. On the other hand, Dynamic*-D
does not slow down the primary beyond a threshold determined
by the expected workload. As a result, the energy consumption of
Dynamic*-D does not exceed that of the ideal Bound by 8% and
outperforms RAPM by up to 12%.

6.3. Impact of number of tasks

Fig. 16 shows the impact of number of tasks in the system. We
increase the number of tasks from 5 to 25 in steps of 5 while keep-
ing the total utilization fixed at 0.6. As a result, the average task
size tasks get smaller. Notice that for all schemes energy consump-
tion decreases as the average task size gets smaller. For RAPM, the
energy consumption decreases as smaller tasks allow RAPM to take
advantage of the dynamic slack by allocating recovery task for addi-
tional tasks. For the SSFP schemes, as tasks get smaller, the primary
copies complete quickly allowing more backup tasks to be canceled.
Notice that with very small number of tasks, static schemes perform
better than the dynamic schemes. When tasks are larger, there is a
greater chance of overlap between the primary and spare copies. By
running the primary at higher speed, static schemes can reduce the
overlap to obtain lower spare energy consumption, which leads to
overall energy savings. As the number of tasks increases the overlap
region becomes smaller. As a result, the spare energy consump-
tion decreases for all schemes. Since Static and Static-D can not

take advantage of the dynamic slack, the decrease in the primary
energy consumption is smaller for them. Dynamic*-D achieves the
least energy consumption.
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.4. Impact of static power

Fig. 17 depicts the impact of static power. For these experi-
ents, we fix the task set utilization and BC/WC ratio to 0.75 and

.5 respectively. As a general trend, the total energy consumption
ncreases with the static power consumption. Initially, the SSFP
chemes outperform the RAPM by taking advantage of DVS on the
rimary and cancellation coupled with DPM on the spare. But as
e increase the static power, SSFP schemes start to suffer due to

he static energy consumption of the two processors, while RAPM
an save static energy as it uses only one processor. We  note again,
owever, that RAPM cannot tolerate the permanent fault of a single
rocessor, whereas SSFP variants offer that capability.

.5. Impact of frequency independent power

Fig. 18 shows the impact of the frequency independent
ower (Pind). As Pind increases, the energy-efficient frequency (fee)

ncreases. Due to the increased Pind, all schemes consume more
nergy. Notice that at very low Pind values, fee becomes effec-
ively equivalent to fmin. As a result, Dynamic-D uses a very low
peed, which results in significant overlap between the primary and
ackup copies. Consequently, the energy consumption is very high
or Dynamic-D as Pind approaches 0. At higher Pind, fee becomes very
arge. In this setting, Dynamic-D and Dynamic*-D schemes become
omparable as the speed assignment on the primary begins to be
ominated by fee.

.6. Impact on system reliability
We  now evaluate the reliability performance of the schemes
ith respect to transient faults. Fig. 19 shows the probability of fail-

re (PoF) trends, which is defined as 1 − reliability [41]. Clearly, the
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lower PoF, the higher the reliability. Using the analytical formula-
tions of system reliability as a function of the processing frequency
and the number of backups, we computed the PoF value for each
task set. The reliability of a job is defined as the probability of exe-
cuting the task successfully in the presence of potential transient
faults. The reliability of a single job Ji,j running at frequency fi,j can
then be expressed as [38]:

Ri,j = e−�(fi,j)ci/fi,j

The system reliability is the probability of executing all jobs correctly
even in the presence of transient faults. The system reliability can
be computed by evaluating the product of reliability figures over
all the jobs [37].

R = 
∀i,j
Ri,j (8)

The SSFP scheme allocates a backup job for every main job in
the system. The main job executes at a lower frequency according
to DVS policy, while the backup job is executed at fmax. Therefore, a
job will fail only if both the main job and the corresponding backup
job fail. So, the reliability of a job in the SSFP system is:

Ri,j = 1 − [(1 − e−�(fi,j)
ci
fi,j )(1 − e−�(fmax)ci/fmax )]

RAPM on the other hand selects a subset of task for slowdown. A
recovery task is allocated for those tasks only. Moreover, the recov-
ery task is executed only if the main task fails. The tasks that are
not selected execute at fmax. So, if a task �i is chosen for slow down
and hence is assigned a recovery task, the reliability for a job of �i
can be computed as [39],

Ri,j = e−�(fi,j)ci/fi,j + (1 − e−�(fi,j)ci/fi,j )e−�(fmax)ci/fmax

On the other hand, if �i is not assigned a replica, the reliability of
one its jobs will be

Ri,j = e−�(fmax)ci/fmax (9)

With the NPM scheme, the reliability level of the system is equal
to the original reliability level in the absence of voltage scaling and
backup scheduling. NPM executes only the main tasks at the max-
imum frequency. Hence, the reliability of a job in NPM follows Eq.
(9). After computing the individual job reliability values for all the
schemes, we  obtain the overall system reliability according to Eq.
(8). The probability of failure (PoF) is obtained by subtracting the
total reliability from 1. The probability of failure values are pre-
sented in normalized form with respect to the NPM scheme.

−6
For the set of experiments in Fig. 19, �0 is set to 10 and d is
set to 2 [41]. The BC/WC ratio is set to 0.5 as we vary the utilization
from 0.15 to 0.85. For each data point we  have 1000 task sets. Each
task set has 10 periodic tasks.
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At very low utilization levels RAPM can reserve a recovery for
very task, and achieve low PoF comparable to SSFP. As the sys-
em load (utilization) increases, RAPM is unable to assign recovery
asks to some main tasks and its PoF increases (reliability degrades),
pproaching that of NPM. SSFP schemes, on the other hand, can
aintain a high system reliability as it always allocates a backup

ask for every main task. We  observe that SSFP schemes can offer
o up to 100 times lower PoF numbers compared to RAPM. Also
ote that SSFP can effectively tolerate the permanent fault of any
ingle processor. All the SSFP schemes execute the backup tasks at
max. So the variation in PoF occurs due to the speed assignment
n the primary processor. Static and Static-D have identical speed
ssignment for the primary. As a result they achieve same level of
oF. The dynamic schemes slow down the primary by using the run
ime slack, which leads to higher PoF (lower reliability) compared to
he static scheme. Since, Dynamic-D uses the lowest speed for the
rimary processor, its PoF is the highest among all SSFP schemes.

. Closely related works

The reliability- and energy-aware scheduling techniques can
e broadly divided into two categories: time-redundancy and
ardware-redundancy based techniques. Time-redundancy based
echniques utilize the available CPU slack for both slowdown and
xecuting recovery tasks [25,35,37,41]. In [25], the authors consid-
red checkpointing as the fault-tolerance mechanism. By optimally
odifying the number and placement of the checkpoints, the

uthors obtained energy savings through DVS while maintaining
easibility in the presence of faults. The study in [35] also employs
VS and checkpointing for energy-efficient fault tolerant schedul-

ng. The number of checkpoints is adjusted dynamically based on
he available slack and detected faults. In [39] and [41], the authors
onsidered a notion of original reliability, which is the system
eliability when all tasks execute at fmax. To preserve the original
eliability, a recovery task is assigned for every task that is slowed
own. The recovery tasks execute at fmax. The work in [39] consid-
rs the fixed priority periodic applications, while the one in [41]
onsiders the EDF scheduling policy. In [40], the framework was
xtended to tasks with probabilistic execution times. In another
tudy [37], instead of the original reliability, arbitrary reliability tar-
ets are considered. A limitation of these time-redundancy based
echniques is that they cannot slow down large individual tasks (i.e.,
asks with utilization greater than 50%). More importantly, these
olutions are vulnerable to permanent faults since they employ
nly one processor.

Dabiri et al. [7] presented a reliability-aware DVS technique. A
et of dependent real-time tasks is expressed as a Directed Acyclic
raph and the authors formulated an optimization problem to min-

mize the energy consumption while achieving an arbitrary target
rror rate. The scheme is limited to aperiodic tasks and is applicable
nly when the target error rate is higher than the original error rate
t fmax.

Hardware redundancy techniques can achieve higher reliabil-
ty targets. Also permanent faults can only be tolerated through
ardware redundancy. [13] considered duplex and TMR  systems
here there two and three identical processors are deployed for

xecuting copies of every job in parallel. By efficient use of DVS and
everaging the rareness of fault occurrences, the authors demon-
trated that TMR  can achieve higher reliability while consuming
ess energy than the traditional duplex system.

In [33] Unsal et al. considered a fault tolerant multiproces-

or system that deploys primary and backup copies on different
rocessors. By delaying the backup tasks, the authors aimed at
chieving smaller overlap between primary and backup copies
nd thus minimizing the overall energy consumption compared to
formatics and Systems 6 (2015) 81–93

naive duplication. In [31], there is a primary and a backup processor
which executes replicas of the same task in parallel. To compen-
sate the reliability loss due to DVS, additional copies of the tasks
are dispatched at minimum CPU frequency. Izosimov [18] cou-
pled checkpointing and replication on heterogeneous distributed
system to optimize resource consumption for time constrained
applications. In [34], the authors considered a Symmetric Multi-
processor System (SMP) and proposed heuristic based technique to
achieve balanced partitioning and then an optimistic fault-tolerant
heuristic is applied to achieve significant energy savings in fault-
free scenario.

Another hardware-redundancy based technique, called the
standby-sparing system is proposed in [11,12]. The authors con-
sidered a non-preemptive, aperiodic task set running on a system
with two  processor called the primary and the spare. The primary
processor executes the main tasks, while the spare processor is
reserved for executing backup tasks. To avoid overlapping execu-
tion of the main and backup copies, backup tasks are delayed as
much as possible. However, computing the exact delay for preemp-
tive, periodic task set can not be computed trivially. As a result,
the solution in [11] and [12] can not be extended to preemptive,
periodic settings. A feedback-based energy-management scheme
for aperiodic task is also presented in [32]. For preemptive periodic
applications, the work in [16] proposes a standby sparing technique
that constructs an EDL schedule for the entire hyperperiod, which
is used as schedule for the spare processor. The technique is limited
to EDF scheduling policy only and the requirement of constructing
the entire schedule offline limits the applicability of the scheme.

8. Conclusions

In this paper, we considered the problem of joint energy and
reliability management for fixed-priority periodic real-time tasks.
By using a dual-processor standby-sparing system and a dual-
queue mechanism, we  proposed the algorithm SSFP that delays the
backup tasks on the spare as much as possible. When compared
to the time-redundancy techniques experimentally, our solution is
seen to save more energy at medium to high load values despite
deploying the additional spare processor, while offering clear
advantages in terms of reliability. To the best of our knowledge,
this is the first work for energy-efficient scheduling of fixed-priority
periodic tasks on a standby-sparing system.
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