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Abstract

In this paper we first propose a global unsupervised fea-
ture selection approach for text, based on frequent itemset
mining. As a result, each document is represented as a set
of words that co-occur frequently in the given corpus of
documents. We then introduce a locally adaptive cluster-
ing algorithm, designed to estimate (local) word relevance
and, simultaneously, to group the documents. We present
experimental results to demonstrate the feasibility of our
approach. Furthermore, the analysis of the weights cred-
ited to terms provides evidence that the identified keywords
can guide the process of label assignment to clusters. We
take into consideration both spam email filtering and gen-
eral classification datasets. Our analysis of the distribution
of weights in the two cases provides insights on how the
spam problem distinguishes from the general classification
case.

1 Introduction

The most commonly used representation for documents
is the so called Vector Space Model (VSM), or Bag of
Words (BOWs). Such a word level representation of doc-
uments easily leads to a 30000 or more dimensions. In this
high dimensionality, the effectiveness of any distance func-
tion that equally uses all input features is severely compro-
mised. Furthermore, one would expect that different words
might have different degrees of relevance for a given cat-
egory of documents, and, at the same time, a single word
might have a different importance across different cate-
gories. In addition, each word in a selected dictionary might
be relevant for at least one of the categories. Thus, it may
not always be feasible to prune off too many dimensions
without incurring a loss of crucial information. A proper
feature selection procedure should operate locally in input
space.

In this paper we first propose a global unsupervised fea-
ture selection approach for text, based on frequent itemset
mining. As a result, each document is represented as abag

of frequent items, that is a set of words that co-occur fre-
quently in the given corpus of documents (each selected
word, or item, corresponds to a feature). This step is applied
initially to documents to reduce the number of features to a
feasible dimensionality for clustering and local weighting
of keywords. We then introduce a locally adaptive cluster-
ing algorithm, designed to estimate (local) word relevance
and, simultaneously, to group the documents. Thus, this
method achieves not only a clustering of the documents, but
also the identification of cluster-dependent keywords. The
analysis of such keywords allows to assign labels to clus-
ters, and therefore to use the groups as a model for predic-
tion.

The contributions of this paper are as follows: (1) We
introduce a new unsupervised feature (word) selection ap-
proach to handle multi-class classification of documents in
absence of labels. The approach is based on the mining of
frequent itemsets. (2) We apply a locally adaptive cluster-
ing algorithm for documents. The output of our method is
twofold: it achieves not only a clustering of the documents,
but also the identification of cluster-dependent keywords via
a continuous term-weighting mechanism. (3) The experi-
mental results we present demonstrate the feasibility of our
approach in terms of achieved accuracy measured against
the ground truth. Furthermore, the analysis of the weights
credited to terms provide evidence that the identified key-
words can guide the process of label assignment to clusters.
Thus, the resulting groups can be used as a model for pre-
diction.

2 Related Work

Local dimensionality reduction approaches for the pur-
pose of efficiently indexing high dimensional spaces have
been recently discussed in the database literature [7, 4, 9].
In general, the efficacy of these methods depends on how
the clustering problem is addressed in the first place in the
original feature space.

The problem of finding different clusters in different
subspaces of the original input space has been addressed
in [2, 8, 1]. In [2, 8], the authors use a density based



approach to identify clusters. The algorithm (PROjected
CLUStering) proposed in [1] seeks subsets of dimensions
such that the points are closely clustered in the correspond-
ing spanned subspaces. Both the number of clusters and the
average number of dimensions per cluster are user-defined
parameters. In contrast to the PROCLUS algorithm, our
method (LAC) does not require to specify the average num-
ber of dimensions to be kept per cluster. For each cluster, in
fact, all features are taken into consideration, but properly
weighted. The PROCLUS algorithm is more prone to loss
of information if the number of dimensions is not properly
chosen.

3 Feature Selection Based on Frequent Item-
sets Mining

In [3] we introduced a feature selection algorithm for
text, based on frequent itemsets mining. Our method
(DocMine) addresses the categorization of documents
(without labels) with an unknown number of classes, with
the user interested in only one of them.

The method presented in [3] requires multiple sets of
documents to be available (e.g., collections of documents
retrieved by several search engines as result of a given
query), and makes the assumption that relevant documents
are more frequent in the majority of the sets. By computing
the itemsets (words) that are frequent in the majority of the
collections, it identifies positive features. The documents
that contain the identified words are labeled as positive doc-
uments.

In this work we extend our unsupervised feature selec-
tion approach to handle multi-class classification problems
in absence of labels. We no longer require the existence of
multiple sets of documents.

Given a document, it is possible to associate with it a
bag of words[6]. Specifically, we represent a document as
a binary vectord ∈ <N , in which each entry records if a
particular word stem occurs in the text. The dimensionality
N of d is determined by the number of different terms in
the corpus of documents (size of thedictionary), and each
entry is indexed by a specific term.

Given a sample of unlabeled documents{di} of differ-
ent categories, we mine them to find the frequent itemsets
that satisfy a given support level. In principle, the support
level is driven by the target dimensionality of the data (to
make the subsequent clustering step suitable). Each result-
ing itemset is a set of words that co-occurfrequentlyin the
given corpus of documents. We consider the union of such
frequent items, and represent each document as abag of
frequent items. The actual value of the entry is the fre-
quency of the corresponding word in the document. This
provides a suitable representation since it iscompact(the
level of compactness being driven by the support), and cap-

tures keywords that co-occur frequently within each cate-
gory. We observe that additional spurious (non discrimi-
nant) features may be selected by this process (e.g., words
that are frequent in documents across classes). The subse-
quent locally adaptive clustering algorithm is designed to
estimate word relevance and, simultaneously, to group the
documents. Thus, it achieves not only a clustering of the
documents, but also the identification of cluster-dependent
keywords. The analysis of such keywords can assist the
assignment of labels to clusters, and therefore the use of
groups as a model for prediction.

4 Locally Adaptive Clustering

Here we briefly describe our locally adaptive cluster-
ing algorithm [5]. Consider a set of points in some space
of dimensionalityn. A weighted clusterC is a subset
of data points, together with a vector of weightsw =
(w1, . . . , wn), such that the points inC are closely clustered
according to theL2 norm distance weighted usingw. The
componentwj measures the degree of correlation of points
in C along featurej. The problem becomes now how to
estimate the weight vectorw for each cluster in the data
set.

Our approach progressively improves the quality of ini-
tial centroids and weights, by investigating the space near
the centers to estimate the dimensions that matter the most.
We start withwell-scatteredpoints in a datasetS as thek
centroids: we choose the first centroid at random, and se-
lect the others so that they are far from one another, and
from the first chosen center. We initially set all weights to
1/n. Given the initial centroidscj , for j = 1, . . . , k, we
compute the corresponding setsSj = {x|(

∑n
i=1 wji(xi −

cji)2)1/2 < (
∑n

i=1 wli(xi − cli)2)1/2,∀l 6= j}, wherewji

and cji represent theith components of vectorswj and
cj respectively (ties are broken randomly). We then com-
pute the average distance along each dimension from the
points inSj to cj : Xji = 1

|Sj |
∑

x∈Sj
(cji − xi)2, where

|Sj | is the cardinality of setSj . The smallerXji is, the
larger is the correlation of points along dimensioni. We
use the valueXji in an exponential weighting scheme to
credit weights to features (and to clusters), as given inw∗

ji =
exp(−Xji/h)∑n

i=1
exp(−Xji/h)

(the parameterh controls the strength of

the incentive for clustering on more features). The com-
puted weights are used to update the setsSj , and therefore
the centroids’ coordinates as given inc∗ji = 1

|Sj |
∑

x∈Sj
xi.

The procedure is iterated until convergence is reached. The
resulting algorithm is called LAC.



4.1 Subspace Clustering for Text

Our overall approach consists of the following steps:
(1) Preprocess the documents by eliminating stop and rare
words, and by stemming words to their root source; (2)
Apply our global unsupervised feature selection approach
based on frequent itemset mining. As a result, we obtain
documents represented as bag of frequent items; (3) Apply
our locally adaptive clustering algorithm to estimate local
word relevance and, simultaneously, to group documents.
As a result, we obtain a clustering of the documents, and
the identification of cluster-dependent keywords.

5 Experimental Evaluation

In our experiments we used several datasets. Due to
lack of space, below we report the results obtained on
one spam email problem and on one general classification
case. Email-1431. This email dataset consists of 1431
emails, falling into three categories: conference (370), jobs
(272), and spam (789). The original size of the dictio-
nary is 38713. We consider a 2-class classification prob-
lem by merging the conference and jobs mails into one
group (non-spam).20 Newsgroups. This dataset is a col-
lection of 20,000 messages collected from 20 different net-
news newsgroups. One thousand messages from each of
the twenty newsgroups were chosen at random and parti-
tioned by newsgroup name. In our experiments we consider
the two categories Medical (990) and Electronics (981) (the
original size of the dictionary in this case is 22820). The
documents in each dataset were preprocessed by eliminat-
ing stop words (based on a stop words list), and stemming
words to their root source. In addition, rare words that ap-
peared in less than four documents were also removed. Af-
ter the initial global feature selection step, we use as feature
values for the vector space model the relative frequency of
the selected words (frequent itemsets) in the corresponding
document.

Tables 1-2 report the results. Each table includes: the
support values tested (S), the dimensionality of the data af-
ter the preprocessing step (N ), the dimensionality of the
data after feature selection based on frequent itemset min-
ing (n), the total number of documents (D) (as well as the
number of documents per class), the average error rate com-
puted over nine runs of LAC for1/h = 1, . . . , 9 (along with
the standard deviations), the minimum error rate over such
nine runs, and (as baseline comparison) the error rate of K-
means. Error rates are computed according to the confusion
matrices based on the ground truth labels.

For increasing support values, and therefore decreasing
number of selected features, we can observe an increasing
trend for the minimum error rates. In general, lower error
rates were achieved for largerh values, which favor multi-

Table 1. Results for Email-1431 (Spam (789) -
Non Spam (642))

S N n D Ave Err Min Err K-means
5% 9210 791 1431 2.0± 0.3 1.7 45.0
7% 9210 519 1431 2.0± 0.5 1.3 45.0
10% 9210 285 1431 2.0± 0.4 1.5 45.0

Table 2. Results for NewsGroups (Electronic
(981) - Medical (990))

S N n D Ave Err Min Err K-means
1% 6217 1359 1971 11.5± 2.4 9.5 49.6
2% 6217 583 1971 18.1± 11.8 13.5 49.7
3% 6217 321 1971 21.0± 9.5 16.8 49.6
4% 6217 201 1971 21.8± 0.4 20.8 49.7
5% 6217 134 1971 29.1± 7.5 23.3 49.6

dimensional clusters. As expected, the optimal dimension-
ality depends on the dataset. Particularly low error rates are
achieved for the problem on spam emails, and for a wide
range of dimensionalities. K-means often fails to detect any
structure in the data, and provides error rates close or above
45%.

The analysis of the weights credited to words provides
some insights on the nature of the spam email filtering prob-
lem and the general classification case. As Figures 1-2
show, the selected keywords (and in particular those that re-
ceive largest weight values) are representative of the under-
lying categories, which provides evidence that our global
feature selection method successfully retains discriminant
words. In addition, our subspace clustering technique is ca-
pable of further sifting the most relevant ones, while dis-
carding the additional spurious words.

Let us consider the distribution of weights obtained for
the Email-1431 dataset. Figure 1 shows the weight values
and corresponding keywords for the two class case (the non-
spam class corresponds to both conference and jobs emails).
Here we plot the top words that received highest weight
for each class. We observe that words reflecting the topic
of a category receive a larger weight in theother class.
For example, the words “free”, “ money”, “ sales”, “ mar-
keting”, and “order” get a larger weight in the non-spam
class (their weights in the spam category are very close to
zero, which cause the corresponding bar not to show up
in the plot). Similarly, the words “conference”, “ applica-
tions”, “ papers”, “ science”, “ committee”, “ institute”, “ neu-
roscience”, etc receive larger weights within the spam cate-
gory. The weights for these words in the non-spam class are
very close to zero. While surprising at first, this trend may
be due to the nature of the spam and non-spam email dis-
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Figure 1. Email-1431: Keywords and corre-
sponding weight values ( s = 10%, h = 1/9).
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Figure 2. Newsgroup dataset (electronics-
medical): Keywords and corresponding
weight values ( s = 3%, h = 1/9).

tributions. Each of these two categories is actually a com-
bination of subclasses. The non-spam class in this case is
the union of conference and jobs emails (by construction).
Likewise, the spam messages can be very different in na-
ture, and therefore different in their word content. As a con-
sequence, the dispersion of feature values for words reflect-
ing the general topic of a category is larger within the same
category than in the other one (e.g., the wordmoneyhas
a wider range of relative frequency values within the class
spam than within the class non-spam). Since the weights
computed by the LAC algorithm are inversely proportional
to a measure of such spread of values (i.e.,Xji), we obtain
the trend shown in Figure 1. This analysis can be interpreted
as the fact that the absence of a certain term is a character-
istic shared across the emails of a given category; whereas
the presence of certain keywords shows a larger variability
across emails of a given category.

Results for the Newsgroups dataset are shown in Figure
2. In this case, the collections of terms receiving largest fea-
ture relevance weights in each cluster reflect the topic of that
category. This is indeed expected in a typical categorization
problem.

6 Conclusions

We have introduced a new unsupervised feature selec-
tion approach, based on frequent itemset mining, to handle
multi-class classification of documents in absence of labels.
In addition, we have derived a locally adaptive clustering
algorithm that provides a clustering of the documents and
the identification of cluster-dependent keywords via a con-
tinuous term-weighting mechanism. Our experimental re-
sults demonstrate the feasibility of our approach in terms of
achieved accuracy measured against the ground truth. We
have shown that the selected keywords are representative
of the underlying categories, which provides evidence that
our global feature selection method successfully retains dis-
criminant words. Moreover, our subspace clustering tech-
nique is capable of further sifting the most relevant ones,
while discarding the additional spurious words.
Acknowledgements. C. Domeniconi is in part supported by the
NSF CAREER Award No. 0447814.
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