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Data from agents

• Applications

– LLMs’ response

– Polling

– Conference review

• Challenges: how can we elicit 
truthful data?
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Data from strategic agents

• Comparison data on items 𝐴?

• Statistical learning problem 

– Value 𝜃: 𝐴 → ℝ

– Each pair (𝑎, 𝑎′) with a noisy 
comparison ≈ 1[𝜃(𝑎) > 𝜃(𝑎′)]

– Assign pairs to agents and use their 
reports
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Information elicitation

• Comparison data on items 𝐴?

• Statistical learning problem 

– Value 𝜃: 𝐴 → ℝ

– Each pair (𝑎, 𝑎′) with a noisy 
comparison ≈ 1[𝜃(𝑎) > 𝜃(𝑎′)]

– Assign pairs to agents and use their 
truthful reports
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Traditional Reward Methods

• Pay agents equally!

– Provide random information without efforts

• Spot-check

– Which response do you prefer?

• Majority vote

– Different tasks for agents

18

Mechanism
(reward/sco
ring system)



Peer Prediction

• Idea: Comparison Are correlated

• Example: 

– Items: Apple, Orange, Cherry

– Agents: Alice, Bob, and Chad

preference



Peer Prediction

• Idea: Comparison Are correlated

• Example: 

– Items: Apple, Orange, Cherry

– Agents: Alice, Bob, and Chad

preference

𝑠Alice = 1[apple > cherry]

<



Peer Prediction

• Idea: Comparison Are correlated

• Example: 

– Items: Apple, Orange, Cherry

– Agents: Alice, Bob, and Chad

preference

𝑠Alice

𝑠Bob

𝑠Chad



Peer Prediction

• Idea: Comparison Are correlated

• Example: 

– Items: Apple, Orange, Cherry

– Agents: Alice, Bob, and Chad

– If Alice believes Apple>Cherry, 
𝑺𝑨 = 𝟏

a) Orange>Cherry

b) Orange>Apple
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Peer Prediction

• Idea: Comparison Are correlated

• Example: 

– Items: Apple, Orange, Cherry

– Agents: Alice, Bob, and Chad

– If Alice believes Cherry < Apple...
• Transitivity: Apple more likely to win 

Orange than Cherry does.

• Agree with Bob’s than Chad’s

preference

<

𝑠Bob 𝑠Chad
<



Bonus penalty mechanism for comparisons

• If the agent’s signals satisfy strongly stochastic transitivity,

• BPP mechanism pays Alice

ቐ
1 if agree with Bob and disagree with Chad
−1 if agree with Chad and disagree with Bob

0 otherwise
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Bonus penalty mechanism for networked data

• If the agent’s signals satisfy homophily

• BPP mechanism pays Alice

ቐ
1 if agree with a friend and disagree with a stranger
−1 if agree with a stranger and disagree with a friend

0 otherwise

– Alice wants to tell the truth when everyone is truthful.

– Alice gets zero payment when all report randomly


